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Observations and Motivation 
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¨  Communication in a document 
(or anywhere) is not linear. 

¨  References to document 
entities (DEs) are implicit but 
important. 

¨  The references can serve as 
conduits of meaning for: 
¤ Labeling parts of a document 
¤ Contextual summarization 
¤ Document layout generation 

Wilson, S., and Oberlander, J. Determiner-established deixis to communicative artifacts in pedagogical text. In 
Proc. ACL 2014. 



References to Document Entities: 
Some Examples 

3 

What if we could identify the word senses that 
represent DEs? If one of those senses occurs in a 
phrase in text, the phrase is a reference to a DE. 



A Word-Sense Based Approach 
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We developed a method 
to automatically label 
synsets from English 
WordNet for their 
capacity to refer to DEs. 

word sense 
labeled text 

DE sense 
classifier 

text tagged 
with DE refs 

This approach makes our results 
easily adaptable to many 
domains of text. 
However, WSD is not a 
contribution of this paper. 



Example 
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Human annotators read each synset’s gloss and used a 
rubric to label the synset. 



From Raw Text to Labeled DE Senses 
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For classifier training data, we 
labeled synsets (from English 
WordNet) of nouns associated with 
“candidate phrases” (i.e., likely DE 
references). 
The candidates came from: 
¨  Wikibooks textbooks 
¨  Wikipedia articles 
¨  Website privacy policies 

raw text 
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aggregation and 
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Most Frequent Lemmas in Candidate 
Phrases 

7 



A Machine Learning Problem 
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We wanted to use supervised learning to 
automatically assign labels to synsets, potentially 
including ones that our classifier had never seen 
before. 
 
The instances are synsets. Our training data consists 
of synsets we labeled by hand. 
The features are properties of synsets. 
The label that we wish to predict for each instance is 
DE-referential capacity (positive or negative). 



Features 
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Preliminary experiments led to the selection of a logistic 
regression classifier. 



Automatic Labeling: Evaluation on High 
Rank Sets 
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precision/recall/F-score 
Shaded boxes: results with overlapping synsets included 



Automatic Labeling: Evaluation on High 
Rank Sets 
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¨  Performance similar to some discourse labeling tasks 
¨  F-scores vary widely; inter-domain labeling harder 
¨  Not shown here: training on two and testing on one 



Automatic labeling: Evaluation on 
Broad Rank Sets 
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¨  There were few positive instances in the testing 
data: take these results with a grain of salt. 

¨  Performance was generally lower, suggesting 
different DE characteristics for the broad rank sets. 



ROC Curves for LOOCV 
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Horizontal axis:  
false positive rate 
Vertical axis:  
true positive rate 

privacy policies Wikibooks 

Wikipedia 



Work in Progress: Referent Resolution 
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In progress: annotating data to 
support bootstrapping and 
machine learning 



Future Work: 
Detecting Structure in Online Discussions 
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More Future Work 
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Flexible retrieval of document entities: 
¨  Automatic document layouts 
¨  Semantic web applications 
¨  Entity linking for rhetoric analysis 
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The dataset for this paper (i.e., the set of synset 
labels) is available on my website. 
 
Shomir Wilson 

http://www.cs.cmu.edu/~shomir 

Thank You 


